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1 Hecke Operators

1.1 Classical Setting
First, we will recall the classical theory of Hecke operators. Let Γ be a congruence subgroup of
GL+

2 (R) and f ∈Mk(N). Recall the operation of Γ on Mk(N) is given by:

(f |kγ)(z) = f

(
az + b

cz + d

)(√
det γ

cz + d

)k

The space of Hecke OperatorsHΓ is defined to be the free abelian group generated by the double
cosets {Tα := ΓαΓ: α ∈ GL+

2 (Q)}. In the case Γ = SL2(Z), this group is generated by ( 1 1
1 ) and(

−1
1

)
, so the double cosets are essentially the same thing as matrices up to determinant-preserving

elementary row and column operations.
We will depend on the following group theoretic fact for many of our calculations:

Fact 1.1. Each double coset decomposes as ΓαΓ =
⊔
i Γαi for finitely many αi ∈ ΓαΓ.

We can use this to define a multiplication onHΓ. Suppose ΓαΓ =
⊔
i Γαi and ΓβΓ =

⊔
i Γβi;

then define
TαTβ :=

∑
γ

cαβγTγ

where cαβγ is the number of pairs i, j such that αiβj ∈ Γγ. We will show below that this operation
is well-defined and makesHΓ into an associative Z-algebra.

Observe thatHΓ can be naturally associated with the set of functions f : Γ\GL+
2 (Q)/Γ→ Z

with finite support; namely, for any T ∈ HΓ, the value of the corresponding fT on ΓαΓ is the
coefficient of ΓαΓ in T .

Proposition 1.2. The set of functions f : Γ\GL+
2 (Q)/Γ→ Z with finite support has a convolution

structure
(f1 ? f2)(g) =

∑
Γh

f1(gh−1)f2(h),

which agrees with the multiplication onHΓ (and hence makesHΓ an associative Z-algebra).

Proof. First note that the sum is a finite sum by Fact 1.1: since f2 has finite support, there are
only finitely many Γh such that f2(h) is nonzero. The sum is independent of choice of coset
representatives because

f1(gh−1γ−1)f2(γh) = f1(gh−1)f2(h)

by right Γ-invariance of f1 and left Γ-invariance of f2.
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Now (f1 ? f2)(g) is left Γ-invariant because f1 is left Γ-invariant, and it is right Γ-invariant
because

(f1 ? f2)(gγ) =
∑
Γh

f1(gγh−1)f2(h) =
∑
Γh

f1(gh−1)f2(hγ)

by the change of variables h 7→ hγ, and this equals (f1 ? f2)(g) by right Γ-invariance of f2. This
proves that f1 ? f2 is well-defined on the double-coset space.

If (f1 ? f2)(g) 6= 0, this would mean that there exists h ∈ supp(f2) such that gh−1 ∈ supp(f1);
in other words, g ∈ supp(f1)supp(f2). But since each of supp(f1) and supp(f2) is a finite union
of double cosets, and hence by Fact 1.1 a finite union of right cosets of Γ, supp(f1)supp(f2) is a
finite union of sets of the form (Γα)(Γβ). Since each ΓαΓ is itself a finite union of right cosets
of Γ, and hence so is (Γα)(Γβ), this means supp(f1)supp(f2) is a finite union of right cosets of Γ.
This proves that f1 ? f2 has finite support.

Now suppose fα, fβ are the characteristic functions of ΓαΓ, ΓβΓ respectively (corresponding
to Tα, Tβ ∈ HΓ). Then

(fα ? fβ)(g) =
∑
Γh

fα(gh−1)fβ(h).

Letting ΓβΓ =
⊔
j Γβj , this can be written as

(fα ? fβ)(g) =
∑
j

fα(gβ−1
j ).

This counts the number of j such that gβ−1
j ∈ ΓαΓ, or equivalently, by writing ΓαΓ =

⊔
i Γαi, the

number of j such that gβ−1
j ∈ Γαi for some (necessarily unique) i. Thus (fα ? fβ)(g) is the number

of pairs (i, j) such that g ∈ Γαiβj , proving that fα ?fβ is the function corresponding to TαTβ . Since
convolution is bilinear, it agrees with the multiplication defined onHΓ by extending linearly.

We may define an action of Hγ on Mk(Γ) as follows: using Fact 1.1, we can write ΓαΓ =⊔
i Γαi, and define

f |kTα =
∑
i

f |kαi.

This may profitably be thought of as convolution of f with Tα (though ths doesn’t currently make
sense because f and Tα don’t have the same domain, this intuition that will be made rigorous in the
adelic setting; see Definition 1.9).

Example 1.3. If Γ = SL2(Z), then every double coset contains a unique element of the form(
d1 0
0 d2

)
with d1, d2 ∈ Q+ and d1 a (positive) integer multiple of d2: this can be proved via row

reduction and the theory of elementary divisors.

Now, we may define, for general Γ:

Definition 1.4.
T (n) =

∑
d1,d2∈Z

d2|d1,d1d2=n

T( d1
d2

)

In the case of Γ = SL2(Z), this corresponds to the sum of Tα for all ΓαΓ with α of determinant
n. This definition satisfies the property that if (a, b) = 1, then T (ab) = T (a)T (b).
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Proposition 1.5. If f =
∑∞

m=1 αmq
m ∈ Sk(Γ) is the Fourier expansion at the cusp∞, then we can

compute the action of T (m) as:

f |kT (m) =
∞∑
m=1

βmq
m

with βm =
∑
ad=n
a|m

nk/2d−k+1αmd/a.

Proof. The sum defining T (n) corresponds to a disjoint union of double cosets, each of which is a
disjoint union of right cosets; in particular, the collection of right cosets defining T (n) is given by⊔

a,b,d∈N
ad=n

0≤b<d

Γ
(
a b
0 d

)

Plugging this into the definition of T (n) tells us that

f |kT (n) =
∑

a,b,d∈N
ad=n

0≤b<d

f |k
(
a b
0 d

)
,

from which we may evaluate the Fourier coefficients by direct computation.

Remark 1.6. The fact that the Hecke operators have such nice formulas in terms of the q-expansion
at the cusp∞ is a special fact about GL2 and∞. We may determine such formulas for general
cusps, but they get nastier and often are not essential.

The formula in the proposition giving βm as a sum over divisors ad = n looks reminiscent of a
Dirichlet convolution, i.e. a multiplicative convolution of f with “something encoding divisibility
by n”. This is the perspective we will take on the adelic side (see Definition 1.9).

Corollary 1.7. Notice that β1 = nk/2n−k+1αn, so T (n) lets you isolate the n-th Fourier coefficient
of f .

Now suppose f ∈ Sk(N,χ), Γ = Γ1(N), and let p be a prime. In this case, T (p) is defined by a
unique double coset; hence we seek to understand the double coset Γ1(N)

(
1 0
0 p

)
Γ1(N)1. If p | N ,

we have:

Γ1(N)
(

1 0
0 p

)
Γ1(N) =

p−1⊔
i=0

Γ1(N)
(

1 i
0 p

)
.

One way to see this is by noting that if
(
a b
c d

)
∈ Γ1(N) (so that a, d ≡ 1 mod N , implying they

are both 1 mod p), we have for any k ∈ Z that(
1 0
0 p

) (
a b
c d

)
=
(
a b
pc pd

)
=
(
a 1−a

p
b+ka

pc d+c(kp−b)

)(
1 b−kp
0 p

)
,

1Since T (p) = T( p 0
0 1

), it seems as though we should really be studying the double coset Γ1(N)
(
p 0
0 1

)
Γ1(N). The

analysis will obviously be very similar in each case, but importantly, it is actually Γ1(N)
(
1 0
0 p

)
Γ1(N) that will have a

direct relation to the corresponding adelic concept for T (p) that uses
(
p 0
0 1

)
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so that any element of Γ1(N)
(

1 0
0 p

)
Γ1(N) is in Γ1(N)

(
1 i
0 p

)
for some 0 ≤ i ≤ p− 1. These cosets

are all disjoint because
(
a b
c d

) (
1 i
0 p

)
=
(
a ai+bp
c ci+dp

)
satisfies ai + bp ≡ i mod p, and so

(
1 i
0 p

)
and(

1 j
0 p

)
will be in distinct cosets if i 6≡ j mod p.

When p - N , then each Γ1(N)
(

1 i
0 p

)
is still a subset of Γ1(N)

(
1 0
0 p

)
Γ1(N), but there are also

elements in the double coset which are not in any of the Γ1(N)
(

1 i
0 p

)
; for example, if

(
a b
c d

)
∈ Γ1(N)

has p | a, p - b, then a similar computation as above shows that
(

1 0
0 p

) (
a b
c d

)
is not in any Γ1(N)

(
1 i
0 p

)
.

If p ≡ 1 mod N , it is possible to show that these extra elements are in Γ1(N)
(
p 0
0 1

)
; unfortunately,

for other values of p,
(
p 0
0 1

)
is not even in the double coset space! To fix this, we shall apply a

correction factor W that will take
(
p 0
0 1

)
into the double coset space; the corresponing right coset

will then capture all the remaining elements.

Proposition 1.8. Suppose p - N . There exists W ∈ SL2(Z), depending only on p and N such that

Γ1(N)
(

1 0
0 p

)
Γ1(N) = Γ1(N)(W

(
p 0
0 1

)
) t

p−1⊔
i=0

Γ1(N)
(

1 i
0 p

)
and f |kW = χ(p)f .

(Note: This proof is essentially just a lot of modular arithmetic and may be safely skipped
without losing much content.)

Proof. By the Chinese remainder theorem, there exists α, β satisfying α ≡ 1 mod N , α ≡ 0
mod p2, β ≡ 0 mod N , and β ≡ 1 mod p2. Under these conditions, α2 + β2 ≡ 1 mod p2N ,
so
(
α −β
β α

)
has determinant 1 mod p2N . Since the natural map SL2(Z) → SL2(Z/p2NZ) is

surjective, this lifts to a matrix M ∈ SL2(Z) which is the identity mod N and
(

0 −1
1 0

)
mod p2.

Set W =
(

1 0
0 p

)
M
(

1/p 0
0 1

)
. This is an integer matrix because

(
1 0
0 p

)
M ≡

(
0 −1
p 0

)
mod p2,

so the left column can be divided by p. It has determinant 1, and so lies in SL2(Z). We have
W ≡

(
p−1 0

0 p

)
mod N , so f |kW = χ(p)f . We have W

(
p 0
0 1

)
=
(

1 0
0 p

)
M ∈

(
1 0
0 p

)
Γ1(N), so

W
(
p 0
0 1

)
is in the double coset space.

Now suppose W
(
p 0
0 1

)
=
(
a b
c d

) (
1 i
0 p

)
for some

(
a b
c d

)
∈ Γ1(N). On one hand, W

(
p 0
0 1

)
≡(

0 −1
p 0

)
mod p2, but on the other hand

(
a b
c d

) (
1 i
0 p

)
=
(
a ai+bp
c ci+dp

)
; since a ≡ 0 mod p2 would

imply ai+ bp 6≡ −1 mod p2, this is a contradiction. Hence Γ1(N)(W
(
p 0
0 1

)
) is disjoint from all

Γ1(N)
(

1 i
0 p

)
.

Finally, we will construct a list of all possible right cosets of Γ1(N) in the desired double coset.
Take

(
a b
c d

)
∈ Γ1(N). If p - a, let t ≡ a−1 mod p; if p | a and p | b, let t = 1. In either case, we

have for any k ∈ Z that

(
1 0
0 p

) (
a b
c d

)
=
(
a b
pc pd

)
=

(
a

b(1−at)
p

+ka

pc d+c(kp−tb)

)(
1 tb−kp
0 p

)
,

so
(
a b
c d

)
∈ Γ1(N)

(
1 i
0 p

)
for some 1 ≤ i ≤ p− 1.
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If instead p | a and p - b, Let A =
(
a b
pc pd

) (
1/p 0
0 1

)
W−1; this is an integer matrix since a and

pc are both divisible by p. Since W
(
p 0
0 1

)
≡
(

1 0
0 p

)
mod N , we have A ≡

(
a b
pc pd

) (
1 0
0 p−1

)
≡(

a bp−1

pc d

)
, which is in Γ1(N) by assumption on a, c, d. Hence(

1 0
0 p

) (
a b
c d

)
=
(
a b
pc pd

)
= A(W

(
p 0
0 1

)
) ∈ Γ1(N)(W

(
p 0
0 1

)
),

completing the classification.

1.2 Adelic Setting
Consider an automorphic form φ with nebentypus ψ, according to definition 4.3 in Lecture 5.
In particular, it will be a smooth cuspidal function on L2(G(Q)\G(A)), it will satisfy φ(gz) =
φ(g)ψ(z) for g ∈ G(A), z ∈ Z(A), and it will be invariant under some compact open subgroup of
G(Af ). In particular, by openness, we can find N such that φ is invariant under

K1(N) = {
(
a b
c d

)
∈ GL2(Ẑ) : a ≡ d ≡ 1, c ≡ 0 mod N}.

Taking a multiple of N if necessary (which preserves invariance), we can guarantee that ψ factors
through (Z/NZ)×; then ψ extends to a character on K0(N) by ψ

(
a b
c d

)
= ψ(d).

Consider Hp = K1(N)
(
p 0
0 1

)
K1(N), where

(
p 0
0 1

)
is concentrated at p (i.e. it is the identity at

all other places). Just as in the classical setting (though here we use left cosets, in order to play well
the right action of G(A) on φ), we may check that if p | N , we have:

Hp =

p−1⊔
i=0

(
p i
0 1

)
K1(N)

where, as above, the given matrix is concentrated at p. When p - N , we have:

Hp =
(

1 0
0 p

)
K1(N) t

p−1⊔
i=0

(
p i
0 1

)
K1(N).

Note that in this case we don’t need the elaborate construction involving W , because
(

1 0
0 p

)
is

already in K1(N)
(
p 0
0 1

)
K1(N)! Namely, the element w, which is

(
0 −1
1 0

)
at p and the identity

elsewhere, is in K1(N) since p - N , and −w
(
p 0
0 1

)
w =

(
1 0
0 p

)
2.

In either case, let {hi} be the set of coset representatives given in one of the above decom-
positions, so for any p we have Hp =

⊔
i hiK1(N) (where of course the hi depend on p and

N ).
Now, we define the adelic Hecke operators, first in a way that appears to depend heavily on N .

Definition 1.9.
(T̃N(p) · φ)(g) =

1

vol(K1(N))

ˆ
φ(gh)1Hp(h) dh

where 1Hp is the characteristic function of Hp.

2This w takes the role of W in the classical case – note that W ≡ w mod p
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Notice that if h = h′k for some k ∈ K1(N), we have φ(gh) = φ(gh′) by right-invariance.
Hence the integrand is constant on left-cosets of K1(N), and so the integral is equal to:(

T̃N(p) · φ
)

(g) =
∑
i

φ(ghi).

Proposition 1.10. The definition above depends only on whether p | N . That is, suppose φ is
invariant under K1(N) and K1(M), the nebentypus ψ of φ factors through both (Z/MZ)× and
(Z/NZ)×, and p |M iff p | N . Then T̃N(p)φ = T̃M(p)φ.

Proof. If p divides both M and N or neither M and N , then the same coset representatives can be
used in both cases; that is,

K1(N)
(
p 0
0 1

)
K1(N) =

⊔
i

hiK1(N),

K1(M)
(
p 0
0 1

)
K1(M) =

⊔
i

hiK1(M)

for the same collection of representatives {hi} in each line. Thus,(
T̃N(p) · φ

)
(g) =

∑
i

φ(ghi) =
(
T̃M(p) · φ

)
(g) .

This allows us to define T̃ (p) independently of φ; namely, if there exists an N with p - N , φ
invariant under K1(N), and ψ factoring through (Z/NZ)×, then we will have T̃ (p) = φ(g

(
1 0
0 p

)
) +∑p−1

i=0 φ(g
(
p i
0 1

)
); otherwise we have T̃ (p) =

∑p−1
i=0 φ(g

(
p i
0 1

)
).

Proposition 1.11. If φ = φf for f ∈ Sk(N,χ), then we have

pk/2−1T̃ (p)φf = φf |kT (p).

Proof. Write g = γκu for γ ∈ G(Q), κ ∈ K1(N), and u ∈ G+(R), and let z = u · i ∈ C. Then
for each representative hi, ghi = γκhiu = γhjκ

′u for some other hj and κ′ ∈ K1(N) by properties
of the double coset. Now observe that we can interpret hj as an element in G(Q) (i.e. diagonally
embedded rather than concentrated at p) as long as we multiply by its inverse at each place besides
p. Thus, we replace u with h−1

j u at ∞, and replace κ′ with h̃j
−1
κ′ (where h̃j is trivial at p and

equals the matrix defining hj at all other finite places). Then

pk/2−1(T̃ (p)φ)(g) = pk/2−1
∑
j

χ(h̃j
−1

)−1(f |kh−1
j u)(i)

= pk/2−1
∑
j

χ(h̃j)(f |kp−1(ph−1
j )u)(i)

=
∑
j

χ(h̃j)(f |k(ph−1
j )u)(i).

Note that the appearance of h−1
j is why we considered different cosets for the classical and adelic

cases; in particular, the map hj 7→ ph−1
j provides a bijection between adelic representatives and

classical representatives.
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Now observe that χ(h̃j) = χ(p) for hj =
(

1 0
0 p

)
, and χ(h̃j) = 1 for all other representatives.

Hence, if p - N ,

pk/2−1(T̃ (p)φ)(g) =

p−1∑
b=0

(f |k
(

1 −b
0 p

)
u)(i) + χ(p)(f |k

(
p 0
0 1

)
u)(i)


=

p−1∑
b=0

(f |k
(

1 −b
0 p

)
u)(i) + (f |k W

(
p 0
0 1

)
u)(i)


= ((f |k T (p)) |k u)(i)

= φf |kT (p)(g).

If p | N , on the other hand,

pk/2−1(T̃ (p)φ)(g) =

p−1∑
b=0

(f |k
(

1 −j
0 p

)
u)(i)

= ((f |k T (p)) |k u)(i)

= φf |kT (p)(g).

So this definition does agree with the classical definition of Hecke operators.

Fact 1.12. For any p, T̃ (p) is self-adjoint with respect to the Petersson inner product.

Proof. Suppose φ1 and φ2 share a central character. Then

〈T̃ (p)φ1, φ2〉 =

ˆ
Z(A)G(Q)\G(A)

(T̃ (p)φ1)(g)φ2(g) dg

=
1

vol(K1(N))

ˆ
Z(A)G(Q)\G(A)

(ˆ
Hp

φ1(gh) dh

)
φ2(g) dg

=
1

vol(K1(N))

ˆ
Hp

ˆ
Z(A)G(Q)\G(A)

φ1(gh)φ2(g) dg dh

substitute g with gh−1:

=
1

vol(K1(N))

ˆ
Hp

ˆ
Z(A)G(Q)\G(A)

φ1(g)φ2(gh−1) dg dh

=
1

vol(K1(N))

ˆ
Z(A)G(Q)\G(A)

φ1(g)

ˆ
Hp

φ2(gh−1) dh dg

substitute h with h−1:

=
1

vol(K1(N))

ˆ
Z(A)G(Q)\G(A)

φ1(g)

(ˆ
Hp

φ2(gh) dh

)
dg

=

ˆ
Z(A)G(Q)\G(A)

φ1(g)(T̃ (p)φ2)(g) dg

= 〈φ1, T̃ (p)φ2〉.
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Observe that both of the substitutions were group operations, and hence both measure-preserving
and domain-preserving. This proves that T̃ (p) is self-adjoint.

2 Newforms and Oldforms
In the second part of this lecture, we will enhance our dictionary between the classical theory of
modular forms and the adelic theory. In particular, a number of results in the classical setting
are only valid for Hecke eigenforms or for newforms, so we need to find a way to interpret these
conditions. An example of such a result is the classical multiplicity one theorem.

Now, let φ ∈ L2
cusp(GL2(Q)\GL2(A), ψ). We could ask if it is of the form φf for f ∈ Sk(N,ψ),

but unlike in the classical setting, the level is not specified as part of the data of φ. Asking φ to
be a cusp form requires that it have a finite-dimensional orbit under the right regular action of
K = KfinK∞, as well as be “z-finite,”3 where z is the center of the universal enveloping algebra of
gl2. But in the case that φ = φf for f ∈ Sk(N,ψ), we have that φ is actually invariant for KN

0 .
Our solution will be to define by hand the subspace of L2

cusp(GL2(Q)\GL2(A)) correspond-
ing to Sk(N,ψ) and then prove that it’s the right thing. More generally, let σ be some irre-
ducible representation of K0

∞ (the connected component of the identity of K∞), let N be such that
ψ : Q×\A× → C× factors through the projection of Q×\A× to (Z/NZ)×, and let λ ∈ C. Then
we define:

H(ψ, λ,N, σ) =
{
φ ∈ L2

cusp(GL2(Q)\GL2(A), ψ) | ∆φ = λφ, φ((·)k∞kf ) = σ(k∞)ψ(k0)φ
}

Here, as in Lecture 5, we think of φ as a left-GL2(Q)-invariant function on GL2(A). Then ∆ is
the Laplacian operator acting on the archimedean place - this spans the center of the universal
enveloping algebra of sl2 ⊂ gl2 and we regard it as acting on the infinite place (again in the
distributional sense).

Then, we can see by construction that the image of the map f 7→ φf lands inside

Hk(N,ψ) := H(ψ,−k
2

(
k

2
− 1), N, θ 7→ e−ikθ)

Indeed, as verified in Lecture 5, elements of Hk(N,ψ) are actually smooth functions (see the
comments on elliptic regularity in Proposition 3.3 and immediately thereafter), and this map is an
isomorphism onto this subspace. The inverse map is given by defining a function f on the upper
half-plane:

φ

((
y1/2 xy−1/2

y−1/2

)
∞

)
= f(x+ iy)yk/2

In Lecture 5, we verified that if φ ∈ Hk(N,ψ), then f ∈ Sk(N,ψ): the hard part was to verify that
f is holomorphic.

Now, suppose that dm | N and ψ factors through (Z/mZ)×. Classically, we define an inclusion
from Sk(m,ψ) to Sk(N,ψ) by sending f(z) to f(dz). Adelically, we will define Hk(m,ψ) →
Hk(N,ψ) by:

φ(g) 7→ d−k/2φ
((

d 0
0 1

)
∞ · g

)
3Of course, the universal enveloping algebra only honestly acts on smooth functions, not on L2 “functions,” but one

can still define z-finiteness in a distributional sense. For more details, see the Remark at the end of §4.1 in [6].
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This allows us to define the space of oldforms by:

Definition 2.1. Hold
k (N,ψ) is intersection inside L2

cusp(GL2(Q)\GL2(A), ψ) of Hk(N,ψ) and the
span of all right-translates (by GL2(A)) of images of all Hk(m,ψ) for all proper divisors m | N
under the maps defined above for all d|(N/m).4

In the classical theory, the newforms are the orthogonal complement of the oldforms with respect
to the Petersson inner product, so in order to define the appropriate adelic version of newforms, we
need an analogue of the Petersson inner product on L2

cusp. The inner product on L2
cusp defining its

structure as a Hilbert space recovers the Petersson inner product. In other words, if we write

〈φ1, φ2〉 =

ˆ
Z(A)G(Q)\G(A)

φ1(g)φ2(g) dg

then for φi = φfi , we have (see (5.12) and (5.13) of [1], as well as the Haar measure calculation in
Lecture 3)

〈φ1, φ2〉 =

ˆ
Γ0(N)\h+

f1(z)f2(z)y
k1+k2

2
dx dy

y2

We define Hnew
k (N,ψ) := (Hold

k (N,ψ))⊥ inside Hk(N,ψ). In order to check that this recovers the
classical notion of newforms, we need to check that if f is an oldform, then φf ∈ Hold

k (N,ψ).
There is likely a direct proof of this fact, but one can certainly deduce it from the action of the

Hecke operators: for each prime p, we have the operator T (p) on Sk(N,ψ) and its adjoint T (p)∗

with respect to the Petersson inner product. These correspond to operators T̃ (p) and T̃ (p)∗ on
Hk(N,ψ).

The key characterizing property to check in each case (classical and adelic) is that our candidate
space of newforms (Snew

k (N,ψ) or Hnew
k (N,ψ)) is the following: if L (respectively L̃, which is

isomorphic) is the algebra generated by these operators for all p, then one can show Snew
k (N,ψ) (resp.

Hnew
k (N,ψ)) is the largest L-invariant (resp. L̃-invariant) subspace of Sk(N,ψ) (resp. Hk(N,ψ))

on which L (resp. L̃) is commutative and semisimple. Therefore, the isomorphism of Sk(N,ψ) and
Hk(N,ψ) takes the subspace Snew

k (N,ψ) to Hnew
k (N,ψ).

For this characterizing property in the adelic case, see Theorem A of [4]. This property in the
classical case follows from standard facts about modular forms. For example, Corollary 4.6.21 of
Miyake’s book [5] implies that any simultaneous eigenfunction f ∈ Sk(N,ψ) of all of L necessarily
lies in Snew

k (N,ψ). Hence, any subspace of Sk(N,ψ) on which L is commutative and semisimple
must be contained in Snew

k (N,ψ). On the other hand, Theorem 4.6.13(2) op. cit. means that L
indeed acts commutatively and semisimply on Snew

k (N,ψ).5

We note that §5.B of [1] also contains an account of this material, but doesn’t contain proofs.

3 L-functions
In this section, we continue the adelic/representation-theoretic description of the L-function of
f ∈ Snew

k (N,ψ). Rather than proving anything, we’ll refer to representation-theoretic facts that will

4Membership in Hk(N,ψ) does not interact well with the action of GL2(A), so this definition aims to include any
right-translates of elements of Hk(N,ψ) that unexpectedly also belong to Hk(N,ψ).

5The adjective primitive in [5] means “normalized eigenform.”
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be proved later in this seminar. Conditional on these facts, we will have a representation-theoretic
interpretation of classical properties of the L-function (e.g. its Euler product and functional
equation). Towards the end of the seminar, our converse theorem (i.e. that of Jacquet–Langlands, as
presented in [2]) will be stated and proved in representation-theoretic terms (then we’ll be able to
deduce classical consequences using this classical←→ adelic dictionary). Last time (Lecture 5),
we saw that

L(s+ k/2, f) =

ˆ
A×

Wφf

((
y 0
0 1

))
ψ−1(y0)|y|s d×y

where Wφf (g) := φ1(g) =
´
A
φf
(
( 1 x

0 1 ) g
)
λ1(x) dx (since φf is smooth and defines an element of

L2
cusp, the function Wφf is smooth), and y = yQy∞y0 for yQ ∈ Q×, y∞ ∈ R×, y0 ∈ A×f . Here, λ1

is a particular character of A which is defined in Lecture 5.
If Π is the representation of GL2(A) which is generated by φf ∈ L2

cusp (under the right regular
representation), then W is a “Whittaker functional” for Π. Indeed, we have:

(1) For u = ( 1 t
0 1 ) ∈ U where U is the unipotent radical of the upper triangular Borel subgroup,

Wφ(u(·)) = λ1(t)Wφ. In the language of Lecture 6, this says that Wφ ∈ IndGUCλ1 .

(2) Wg·φ = g ·Wφ, where g acts on both sides by the right regular representation.

What does this IndGUCλ mean in this setting? We define:

W = {W : GL2(A)→ C |
W

(
( 1 t

0 1 )(·)
)

=λ1(t)W

W (z(·))=ψ(z)W
finiteness, smoothness, and growth conditions

}

Here, the extra conditions on W are the similar ones to those we impose on automorphic forms: we
require finite-dimensional span under the right regular representation of K = KfinK∞, smoothness
at the archimedean place, and that W

(
( x 0

0 1 )
)

= O(|x|−N) for all N as |x| → +∞ (note that Wφf

satisfies this last condition by the decay properties of φf ).
In Lecture 6, we saw “local multiplicity one”, i.e. that irreducible representations have mul-

tiplicity one in the IndGU Cλ. In fact, we will have a global version, saying roughly that global
Whittaker models6 are unique (up to scaling) and implying “global multiplicity one,” i.e. each
Hilbert-irreducible representation of GL2(A) appears at most once in L2

cusp(GL2(Q)\GL2(A), ψ).
We will not prove these facts until the spring term; they appear in 3.4–5 of Godement’s notes [2].

The upshot is that this formula for the L-function is “canonical”. If f is a cuspidal, new
eigenform, then it will turn out that Πf = GL2(A) · φf is irreducible (in the usual Hilbert space
sense) and Cφf is distinguished inside as the unique line consisting of simultaneous eigenfunctions
for L̃ (in consideration of the eigenvalues of φf ; see again Corollary 4.6.21 of [5]). Then by global
multiplicity one, the line spanned by Wφf is also distinguished inside W . Thus, up to a choice of
scaling, L(s, f) only depends on Πf . In addition, if Π is any irreducible Hilbert representation of
GL2(A) inside of L2

cusp (and we have a distinguished v ∈ Π), we may define L(s,Π) by the same
formula as above via a Whittaker model for Π.

Later on in the seminar, we will prove that a Hilbert-irreducible representation of GL2(A)
decomposes as a completed tensor product of irreducible representations of GL2(Qp) (including

6Using the global Hecke algebra HA (also to be defined later), the official definition of a global Whittaker model is
a Hecke-equivariant inclusion of a smooth representation of HA into the space W .
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p =∞). Granting this fact, it follows that such a decomposition usually does not hold for Hilbert
representations of GL2(A) that are not Hilbert-irreducible.

We now want to make some comments on the functional equation. Recall (from Lecture 5) that
for f ∈ Snew

k (N,ψ) we defined L(s, f) =
´∞

0
f(iy)ys d×y (when Re(s)� 0), and proved that:

L(s+ k/2, f) =

ˆ
A×

Wφf

((
y 0
0 1

))
ψ−1(y0)|y|s d×y

From the definition of L in terms of the Mellin transform of f , it is clear that the integral
defining L(s, f) makes sense for s in some right half-plane of C. However, it is not obvious where
the functional equation comes from via this adelic perspective. Remember the original functional
equation relating L(s, f) = εL(k − s, f |kWN), where WN =

(
0 −1
N 0

)
and ε ∈ C×. As we will see

much later (Lecture 23), the representation-theoretic functional equation takes the form

L(s,Π) = επ(s)L(1− s,Π∨),

where Π∨ is the contragredient of Π (also to-be-understood later as a completed tensor product of
contragredients of the local factors). In [2], Godement arrives at this functional equation (along with
the similar functional equations for the twists of Π by Grossencharacters) via multiplying together
local functional equations at each place and dividing out the functional equation for an L-integral
which is a variant of our adelic formula for the L-function. Again, this will all be discussed in detail
later in the seminar, but see Theorem 4 in 3.7 (and its proof) of [2].

We will not explain how the epsilon factors arise in these local functional equations (the whole
story, including this point, will be discussed fully later in the seminar). Instead, we briefly record
the functional equation for the variant, just to illustrate the relevance of WN from this perspective.

Let L(g, s, φ, χ) :=
´
Q×\A× Wφ

((
y 0
0 1

)
g
)
χ−1(y0)|y|s− 1

2 d×y, again for s in some right-half
plane. Then we get:

L(WNg, 1− s, φ, ψχ−1) = L(g, s, φ, χ)

Here, φ ∈ L2
cusp with central character ψ and χ : Q×\A× → C× is a character. Then the above

equality follows from the identity of matrices WN

(
y 0
0 1

)
=
(
y 0
0 y

)(
y−1 0

0 1

)
WN .

Remark 3.1. We mention in passing that in [3], a more general recipe for constructing zeta and
L functions is given. Let Φ be a Schwartz-Bruhat function on Matn(A), and let ϕ, ϕ̃ be in Π,Π∨

respectively. Then we may define a zeta integral (for Re(s)� 0) via

Z(s,Φ, ϕ, ϕ̃) =

ˆ
GLn(A)

Φ(g)

(ˆ
G(Q)Z(A)\GLn(A)

ˆ
φ̃(h)φ(gh) dh

)
| det g|s dg.

These zeta integrals each obey a functional equation coming from an adelic Poisson summation
formula. One can then deduce the functional equation for the L-function itself in a manner more in
the spirit of Tate’s thesis (and of Riemann); this theory is all developed in [3].
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